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Agenda — Open Session

8:00AM-9:00 AM

Arrival/Check-In

Executive Conference Center

9:00AM-9:05AM

Opening Remarks

LTC Nathaniel D. Bastian, PhD
Program Manager, DARPA 120

9:05AM-9:10 AM

Security Review

Mr. Justin Winburn
Program Secuirty Representative

9:10AM-9:30 AM DARPA CMO Review Contracting Officer Representative
LTC Nathaniel D. Bastian, PhD
9:30AM-10:15AM DARPA PM Presentation Program Manager, DARPA 120

10:15AM-10:30 AM

Break / Attendees submitto Q&A

10:30AM-11:30AM

Informal Teaming / PM reviews Q&A

LTC Nathaniel D. Bastian, PhD
Program Manager, DARPA 120

11:30AM -12:00 PM

PM Addresses Q&A

LTC Nathaniel D. Bastian, PhD
Program Manager, DARPA 120

CMO = Contract Management Office
PM = Program Manager
DARPA = Defense Advanced Research Projects Agency
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Al-enabled battlefield systems can help improve the speed, quality and

Adversarial Al attacks have not been practically
accuracy of decisions in the field, providing a decisive advantage

demonstrated in operational settings

Technical Hypothesis:
An Al red team employing SoA PACE techniques and red-teaming tools to execute novel Al kill chain
TTPs can operationally assess Al-enabled battlefield systems more effectively than a team without them

Disruption Target:
Build an exemplar Al red team that can continuously integrate and employ emerging counter-Al
techniques and tools, establishing a sustainable model for an operational Al red-teaming process

Al = Artificial Intelligence
SoA = State-of-the-Art
PACE = Physical+Adversarial AI+Cyber+Electronic Warfare

TTP = Tactics, Techniques and Procedures Distribution Statement A (Approved for Public Release, Distribution Unlimited)
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UANHPA) Al-enabled battlefield systems are used without knowing the risks

S\ Source: https://www.nytimes.com/2024/07/02/technology/ukraine-war-ai-weapons.html

Drones Turrets

Live video feed taken from an Al-enabled Al-enabled auto-turrets are giving operators the
drone, identifying an asset... ability to work remotely with enhanced targeting...

... then autonomously delivering its firing effect ... and can be mounted on autonomous ground robots,
relying on auto aim to identify and eliminate targets

Operational Al red-teaming does not exist, making operationally impactful vulnerabilities unknown

DoD = Department of Defense L ) e .
Al = Artificial Intelligence Distribution Statement A (Approved for Public Release, Distribution Unlimited)



Operational Al red-teaming needs PACE techniques to execute Al kill chain

Adversarial Al access paradigms Adversarial Al attack categories

Example Access Methods

Poisoning Attack

"White Box” Paradigm A « Adversary deter_mines underlying open-source Pollute training data to skew decision boundary and model behavior Mission
elements used in model development -
Training Data —

Adversary has access to model » Adversary recovers model details via @ -’
internals (e.g., weights, unauthorized access to code base, code de- olv e © | Untrained
gradients) compilation, etc. oo < ° Al Model Access paradigm determines

(O attack vector viability and

impacts attack success

“Black Box” Paradigm Pre-Deployment

5
a
g
y  / a « Adversary captures access-limited hardened
- Adversary able to examine model | & device with embedded analytics Deployment
inputs and outputs, but has no P—’;v > P .
. ry targets remote system with API that v
access to internal parameters E B R e e 1L1/Ulprobing Input Data
3 — Lt — » | Operational Use
s AI Model -
- o . 2 7 \
Hidden Box” Paradigm - | White / Black / Hidden ,‘
. « Adversary predicts blue force surveillance tactics Evasion Attac \ Box Paradigm
:.tde;ﬁ T)?I?ii::r:;;?::: ;Eiﬁto and surmises underlying Al infrastructure Engineerac_fversar_'ial inputs to N e - _ - 4 Stealing Attack
model training or behavior produce misclassified results "epeated probinG 4l Reconstruct model architecture via probing
g \0 00 or build proxy model to recover training data
[e]
No work has coupled physical, adversarial AI, cyber and EW attacks Most previous academic work ignores physically
to create Al kill chain TTPs needed for operational Al red-teaming realizable attacks and the full-system pipeline
Al = Artificial Intelligence
EW = Electronic Warfare
PACE = Physical+Adversarial AI+Cyber+EW
TTP = Tact%cs, Techniques and Prozedures Distribution Statement A (Approved for Public Release, Distribution Unlimited) 6




Example Al-enabled battlefield system pipeline for vulnerability discovery

Corrupt sensor-

Multimodal sensors to-data feed Data pipeline AI model development pipeline
ﬁ ) : Model Model Model Model
4
Manioulate Enter database Manipulate the AI
sensorsp direct! to poison data model directly to
Y poison it

Probe to extract model information
or recreate training data

System development pipeline Inference engine Model orchestrator
Inference
Module 1 ([l ModuleM [ serving <4 lﬁgilr ri-\z/lc(()a(ijve;r <+
container g
Manipulate environment to L Add a backdoor trigger or adversarial patch Degrade
poison training data to degrade operational performance ference feed
Vulnerabilities
* Cyber
Operational Al red teaming requires the creation and execution of novel Al Kkill Y Ew
A1 = At Teligence chain TTPs that effectively employs SoA PACE techniques and red-teaming tools Y Physical
EW = Electronic Warfare * Digital

TTPs = Tactics, Techniques and Procedures

SoA = State-of-the-Art
PACE = Physical+Adversarial Al+Cyber+EW Distribution Statement A (Approved for Public Release, Distribution Unlimited) 7
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a‘ A Today: Assessment of Al-enabled battlefield systems does not exist

DoD cybersecurity operational test and evaluation (1]

Cooperative

vulnerability Adversarial
and penetration assessment

assessment

Understand Characterize Cooperative Adversarial

cybersecurity cyber attack vulnerability cybersecurity
requirements surfaces identification DT&E

Cyber red-teaming phases

DoD Al security operational test and evaluation

____________________________________________________________

= — = — = —

1 1 1 1 1 1 I 1 1 1
| | | 1 1 1 1 1 1 1 1
. Conceptualize . Conceptualize . Isolated Lo : i E : L
1 . 1 1 ape 1 1 1 1
i Alsecurity ~~———  Alattack ~~—— vulnerabilit :—»: | : : ! | : :
1 . 1 1 . v . 1 1 1 1
1 requirements . surfaces ! i identification ! b ! ! ! | o
: 1 : 1 : 1 : : 1 1 1 : 1 :
e e e e e e e e e e - = 1 e e e e e e e e e e ——— 1 e e e e e e e e e e ——— 1 \ e e e e e e = ——— 1 e e e e e e e e e e e - = I e e e e e e = —— 1 1
\\ ___________________________________________________________ ,/
Al security red-teaming phases does not exist
DoD = Department of Defense [1] DoD Cybersecurity Test and Evaluation Guidebook, Version 2.0, Change 1. February 2020.
DT&E = Developmental Test & Evaluation Distribution Statement A (Approved for Public Release, Distribution Unlimited) 8
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i\ Y Tomorrow: Sustainable model for operational Al red-teaming capability

DoD cybersecurity operational test and evaluation [

Understand Characterize Cooperative Adversarial Cooperat_lye .
vulnerability Adversarial

cybersecurity cyber attack vulnerability cybersecurity :
requirements surfaces identification DT&E an:sspeesnsitwfr?ton FESEEE

Cyber red-teaming phases

DoD Al security operational test and evaluation

Cenceptualize Cenceptualize Iselated Adversarial Cooperat_lye

Understand Understand Cooperative AT security vulnerability Adversarial

Al security AI attack vulnerability and penetration assessment
: : . DT&E
requirements surfaces identification assessment

An Al red team employing SoA PACE techniques and
red-teaming tools to execute novel AI kill chain TTPs

DoD = Department of Defense

Al = Artificial Intelligence

SoA = State-of-the-Art

PACE = Physical+Adversarial Al+Cyber+Electronic Warfare
TTP = Tactics, Techniques and Procedures

[1] DoD Cybersecurity Test and Evaluation Guidebook, Version 2.0, Change 1. February 2020.

Distribution Statement A (Approved for Public Release, Distribution Unlimited) 9



VA BRI
] » Y,

A D
)/
| S
g

(0
\ L2
AN,

Major gaps in the Al red-teaming ecosystem that DARPA can enable

No adequate techniques and tools exist for future DoD Al
red teams to perform operational Al red-teamina
Adversarial
| Robustness
Toolbox

B Windowes Powersh

ms-counts

Reconnaissance Delivery Installation Actions on Objectives

Processes

0110 100
o10[3)o 11
1% = 1700
10’;:“ 210

Exploitation Command
and Control

There are no operationally-guided TTPs to create and execute
Al kill chains needed for use by future DoD Al red teams

DoD = Department of Defense

Al = Artificial Intelligence
TTPs = Tactics, Techniques, and Procedures

Places

DoD has no testing ground(s) for future DoD AI red
teams to perform cyber-physical-digital Al red-teaming

People

No DoD organization(s) has proper guidelines to
certify, accredit and employ future DoD Al red teams

10

Distribution Statement A (Approved for Public Release, Distribution Unlimited)
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Al attack effects driving program design for an operational Al red team

Al red teams must consider the novel class of intersectional Al and cyber/EW attack vectors for Al attack effects

Al Attack Surface
Adversarial Al Attacks (red)

Digital Attacks
(Modify image )

|

Physical Attacks
(Modify scene )

|

k)

World

I

(data source) Insert Hac_k
sensor Learning ——
artifacts Algorithm

Poisoning Attacks
(Modify training data)

AI = Artificial Intelligence
EW = Electronic Warfare

Traditional Cyber Attacks (green)

Alter
Model
Weights

Learned
W@I—D‘ Model '—b Output

Learning
Algorithm

——» Training

data

Attack
Effect

Attack Vector
Cyber/EW Al
Cyber/EW attacks on Al-informed attacks on
Al Al-enabled systems Al-enabled systems
(in scope) (in scope)
Cyber/| Traditional cyber/EW attacks ALEe
. cyber/EW attacks
EW (not in scope) :
(not in scope)

Cyber/EW attack effects are NOT in scope

|:| Mature

[] Adolescent

Al attack effects are in scope

Distribution Statement A (Approved for Public Release, Distribution Unlimited)

|:| Immature

11
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A sustainable model for an operational Al red-teaming process

Hypothesis: An Al red team employing SoA PACE techniques and red teaming tools to execute novel Al kill chain
TTPs can operationally assess Al-enabled battlefield systems more effectively than a team without them

Al-enabled
system
pipeline

information

Al = Artificial Intelligence

AAI = Adversarial Al

EW = Electronic Warfare

ASUT = Al-enabled System-under-Test
TTP = Tactics, Techniques and Procedures

Feedback from experiments to update AI kill chain TTPs

!

Intersectional AI Techniques

Inform and cyber/EW Select and Tools Assess

attack vector &
effect generation

Physical
o
Feedback from (00
experiments to e — AAI
inform frontier Agent
R&D partners
4 Cyber
Emerging research
and development of
p Integrate EW

counter-Al tools
and techniques

An agent prescribes which techniques
and tools to employ rather than
randomly selecting vectors/effects

Distribution Statement A (Approved for Public Release, Distribution Unlimited)

Operational

Al red-teaming of

the ASUT

Desired End State

Given information about the AI-
enabled system pipeline, an agent-
based autonomous red-teaming tool
automatically recommends effective
counter-Al techniques/tools to employ
to operationally assess the ASUT

12



Program design: execute experimentation-driven Al security exercises

- Camouflage e

SABER-OpX: A series of high-fidelity operational exercises to iteratively
assess (red-team) already developed Al-enabled systems in the settings
where they will be deployed

« Develop a “model” for an operational Al red-teaming process

« Evaluate the discriminative Al paradigm to scale across “battlefield” systems
« Emphasize Al/cyber/EW attack vectors that delivers Al attack effects

« Develop operationally-guided TTPs to create and execute Al kill chains

« Continuously integrate emerging techniques/tools into the Al red team

« Estimate operational security risk of deployed Al-enabled systems

« Determine and investigate the trade-space of Al red team effectiveness

https://www.bbc.co.uk/wiltshire/content/articles/2007/12/31/imber_2007_feature.shtml
Notional physically realizable adversarial attacks on

Al = Artificial Intelligence infrared Al-enabled aided target recognition system
EW = Elecronic Warfare

TTP = Tactics, Techniques and Procedures Distribution Statement A (Approved for Public Release, Distribution Unlimited) 13
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SABER-OpX #1: Al-enabled Autonomous Ground Vehicle

Blue team goal:
Enable autonomous UGV to navigate terrain to a goal

global plan ‘ :

mid-range plan short-range plan
1km horizon goal 100m horizon

micro-range plan I

conds horizon

« Experiments evaluate Al-enabled autonomy in
increasingly difficult operating environments
« Main metric: Increase average autonomous speed

PACE = Physical+Adversarial AI+Cyber+Electronic Warfare
UGV = Unmanned Ground Vehicle
Al = Artificial Intelligence

Al red team goal:
Disable autonomous UGV to navigate terrain to a goal

Low Level

Sensor Data
control

Perception Planning

To Directly Effect: To Indirectly Effect:

* Localization - Traversability Vehicle controls
Perturb «  Semantic  Uncertainty < Overall speed

data using classification estimation  * Overall vehicle
techniqgues - Voxel « Multi-range safety
and tools... mapping planners »  Vehicle navigation
+  World
modeling
. _/
Y

AI components

* Al red team will manipulate the autonomy by using PACE
techniques/tools to degrade the Al-based perception
« Main metric: Reduce average autonomous speed

Distribution Statement A (Approved for Public Release, Distribution Unlimited) 14
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SABER-OpX #2: Al-enabled Autonomous Drone (Rotary-Wing)

Blue team goal: Al red team goal:
Develop drone autonomy to harden system against EW Degrade autonomy to reduce drone system effectiveness

Manipulate sensor

Takes off with connection and Loses connection due to Drone autonomously completes mission

Drone communications adversary EW and is drone agnostic input

Exemplar

L%

human control

1%
R _ 3 _ N EW effects to \
n? [+ - i\ @ hijack/remove ——» m\

Ve

Examples of how we will effect the outcome of a pre-selected mission from an Operator

— Criteria Skydio Advantage
Recon Mission Drone in Ad Drone Drone finishes
Launched by flight to Area versary Recon mission Real-time 3D Mapping -"--‘""j Al g
Operator of Interest EW Attack Autonomy an?1 returns ; modol rofresh rar
ome

3 On-board deep learning

Object Recognition
. ) RETWOrKS

cull 3 ;
360° Obswacle Avoidance Al 360 cetact amd ouokd

Strike Mission e
LE::.InChEI!d Iby Os‘ﬁgifcgr ‘ 223;?:5‘ Adversary Drone Drone continues guidance
Operator Target Target EW Attack Autonomy to target after jamming Redirect Al s 500 terationsec model to
controlled autonomy 360 Superzoom, 180
Advanced Al Pilot Assistance Viertical View ong

by manipulating
|ncoming data Workflow autemation

Precision Mode

« Ongoing work to rapidly harden drone platforms to counter
adversary EW effects, integrating Al to enable a drone to

T ARange of autonomous waork
fenaes for specific use coses

carry out its mission without direct human control

« Main metric: Success rate of autonomy to complete objective _ _ _
(recon mission, strike mission) « Al red team will manipulate the autonomy by using PACE

techniques/tools to degrade the Al-based perception
« Main metric: Failure rate of autonomy to complete objective
AL = Artificial Intelligence (recon mission, strike mission)

EW = Electronic Warfare L ) L .
PACE = Physical+Adversarial Al+Cyber+EW Distribution Statement A (Approved for Public Release, Distribution Unlimited) 15
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SABER-OpX uses a DOE approach to evaluate discriminative Al

The ASUTs represent variety among the operational characteristics that impact counter-Al effects in near-term
discriminative Al, implying that Al kill chain TTPs over the ASUTs should be applicable to new battlefield systems

Operational Characteristics SABER-OpX #1 SABER-OpX #2 .
Coverage'?

View Perspective Ground
Illumination Ambient+Self Ambient Only v
Optical, Thermal, : :
" : Optical, optional
Sensor Modalities GPS, Lidar, RADAR, ptical, op v
thermal
NDVI
Motion Dynamics 2D, constrained 3D, unconstrained v
: : Omnidirectional v
Effect Delivery Predictable Paths :
approach window
DOE = Design of Experiments
Al = Artificial Intelligence
ASUT = Al-enabled System-under-Test
TTP = Techniques, Tactics, and Procedures
Distribution Statement A (Approved for Public Release, Distribution Unlimited) 16

NDVI = Normalized Difference Vegetation Index



7 OO
/MADDR
\\LI M/
AN
NN

SABER program metric

Core program metric: Al red team effectiveness

« P — Performance degradation of Blue system given Al attack effect
e P= %, see chart per SABER-OpX

« T —Time (normalized) to generate the Al attack effect
« ( — Cost (normalized) to generate the Al attack effect
« 0;— Importance given to each criteria (sums to one)

P Experiment 1
1

Experiment 2

\

Feasibility Boundary

Experiment 3
Feasible P

Region C

1/R is a proxy measure for operational security risk

AI = Artificial Intelligence

Each SABER-OpX will be a 9-month sprint, with experiments
occurring at the end of months 1, 3, 6, and 9

For each SABER-OpX, we aim to improve R:

» Experiment 1: establish baseline, Ry 4.

» Experiment 2: 10% increase above R, ;. (goal)

» Experiment 3: 20% increase above R, ;. (metric)
« Experiment 4: 40% increase above R, .. (goal)

SABER-OpX experiment metrics

. System Metric | Negative System

Maximize average Minimize average
OpX #1 autonomy speed autonomy speed
OpX #2 Mission success rate Mission failure rate

B — Measure of performance of the Blue system without red degradation
N — Measure of performance of the Blue system wit/ red degradation

Distribution Statement A (Approved for Public Release, Distribution Unlimited) 17
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SABER program structure

TT1 — Red Team TT2 — Blue Teams TT3 — Government Team
« Survey, assess, select, integrate, and « Provide access and use of their existing « 1) Research and develop novel PACE
employ techniques and tools to red- Al-enabled battlefield systems and techniques and red-teaming tools
team Blue Teams’ Al-enabled systems support experimentation for operational  2) Develop novel AI kill chain TTPs and
assessment by the Al red team employ selected and integrated PACE

techniques and red-teaming tools;
assess/measure the operational

Al red team composition impact/risk of adversarial attacks
|
/_ | Classified
1 tear line UARCs & FFRDCs
I |
: . : R I
Foster continuous integration of T I
ever-emerging counter-Al " 1) Nati ndustry Government
. \ ional | ;
techniques and tools from — ) Nationa absi/, performers 2) entities
research and development i S -
partners into the AI red team for CUI I Military
iterative selection/employment tear line |
: | operators
_ ” |
| Research, develop, survey, assess, select and integrate |
PACE = Physical+Adversarial AI+Cyber+Electronic Warfare | Employ technilques/tools for vulnerability discovery |

Al = Artificial Intelligence |
TTPs = Tactics, Techniques and Procedures | I
UARC = University Affiliated Research Center

FFRDC = Federally Funded Research and Development Center Distribution Statement A (Approved for Public Release, Distribution Unlimited) 18
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10 11 12 13 14 15 16 17 18 19 20 21 22 23 24

SABER-OpX SABER-OpX #1 Al red-teaming SABER-OpX #2 Al red-teaming

preparations

Refine

Employ selected and integrated techniques and tools toolkit
SABER-OpX #1 preparations and experimentation support

SABER-OpX #2 preparations and experimentation support

SABER-OpX SABER-OpX #1 Al red-teaming SABER-OpX #2 Al red-teaming

preparations

Counter-AI R&D, develop novel Al kill chain TTPs and employ selected/integrated techniques and tools

Compile results, document TTPs, and estimate operational Al security risks

= SABER OpX Experiment
A = SABER OpX Metric Evaluation

Al = Artificial Intelligence L . o .
TTPs = Tactical, Techniques, Procedures Distribution Statement A (Approved for Public Release, Distribution Unlimited) 19
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